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2.1 History

In 1834 a French engineer, Sadi Carnot, laid the foundation for the science 
of thermodynamics by proving that every ideal reversible heat engine 
operating between two heat reservoirs at given temperatures has the same 
efficiency. Carnot believed that heat is an indestructible substance. Under 
this assumption, he showed that if two ideal reversible heat engines operat­
ing between a given pair of heat reservoirs had different efficiencies, they 
could be hooked together to form a machine that would generate mechan­
ical energy. By 1840 rigorous experiments by James Joule in England and 
Robert Mayer in Germany had established that, contrary to Carnot's as­
sumption, heat is not an indestructible substance. Rather, heat and mechan­
ical energy are interconvertible at a fixed rate of exchange. This is the First 
Law of thermodynamics. Around 1850 Rudolf Clausius in Germany and 
William Thomson in England independently revised Carnot's theory in the 
light of the First Law. They proved that his theorem— that all reversible 
heat engines operating between reservoirs at given temperatures have the 
same efficiency— remains valid if one introduces a new postulate. This 
postulate, the Second Law of thermodynamics, has two equivalent forms: 
(1) It is impossible to construct a device whose only effect is to convert 
heat from a single reservoir at uniform temperature entirely into work. (2) 
It is impossible to construct a device whose only effect is to transfer heat 
from a colder to a hotter reservoir.

In the 1850s and 1860s Clausius and Thomson developed the implica­
tions of this postulate. Thomson showed that ideal reversible heat engines 
can be used to define temperature in a manner that does not rely on the 
properties of any physical substance such as an ideal gas. Using this new 
definition of temperature, Clausius showed that the Second Law implies the 
existence of a new physical property, which he called entropy. This quantity 
remains constant in reversible changes of an isolated thermodynamic 
system but increases in every nonreversible change. Thus the Second Law 
implies that all natural processes generate entropy.

During the 1850s and 1860s Clausius, James Clerk Maxwell, Ludwig
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Boltzmann, and others sought to relate the thermodynamic properties of 
macroscopic bodies, especially gases, to the dynamical behavior of their 
constituent molecules. At that time, molecules were still hypothetical ob­
jects, and some physicists— notably Ernst Mach— objected on method­
ological grounds to basing explanations of observable phenomena on a 
theoretical description of unobserved objects. However, the dynamical 
theory of gases, as it was then called, proved to have a lot of explanatory 
power. For a modest investment in assumptions about the properties of 
molecules, it yielded large returns in predictions about the macroscopic 
behavior of gases. Entropy, however, and with it the Second Law, remained 
outside the scope of the theory until Boltzmann introduced his famous 
statistical definition of entropy in the 1870s. Boltzmann also succeeded in 
deriving a special case of the Second Law from plausible statistical assump­
tions. Boltzmann's definition makes entropy a measure of disorder at the 
molecular level. The Second Law implies, therefore, that the molecular 
disorder of an isolated gas tends to increase until it is as large as possible. 
The state of maximum molecular disorder corresponds to thermodynamic 
equilibrium.

In 1946 Claude Shannon, following up work by Leo Szilard and others 
in the 1920s, explicitly freed Boltzmann's definition of entropy from its 
thermodynamic context and used it to construct a mathematical theory 
of communication. Shannon's work inspired several people to apply in­
formation theory to biological problems. These efforts were not very 
productive, however. Some biologists argued that the approach was wrong 
in principle— that neither information (as it is defined in communication 
theory) nor negative entropy has much to do with biological order. One of 
the things I hope to do in this talk is to clarify the connection between 
information and biological order.

2.2 What Is Entropy?

Consider a gas. Its macroscopic states are defined by variables such as 
temperature, density, and chemical composition, all of which represent 
average properties of the gas. Many different molecular configurations, or 
microstates, have the same average properties and hence represent the same 
macroscopic state, or macrostate. We may think of a macrostate as the set of 
all microstates that have a given set of average properties. Boltzmann 
defined the entropy of a macrostate as the logarithm of the number of its 
microstates. If H denotes the entropy of a given macrostate and W the 
number of microstates that belong to it— the number of ways in which the 
macrostate can be realized— then Boltzmann's definition reads

H = log W. ( 1 )
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If the microstates have unequal weights wt (where the wt are positive 
numbers that add up to 1), the entropy is given by

H =  X  H*log(l/H*), U)

which reduces to the preceding formula when wt = 1/W.
To apply Boltzmann's definition to communication theory, we identify 

microstates with strings of characters, and macrostates with sets of strings 
that share specified properties. Consider, for example, strings of English 
letters that have a certain length. The entropy of this set of strings is the 
logarithm of the number of its members. If the letters are weighted ac­
cording to their frequency in some sample of English prose, we may use 
formula (2) to calculate the entropy. For a string of given length, this will 
yield a smaller value of the entropy. If we require our strings to consist of 
English words, we obtain a still smaller value of the entropy. And if we 
require the strings to be meaningful English sentences, the entropy is again 
smaller.

In the last example it is probably impossible to assign a precise value 
to the entropy, because competent judges are likely to disagree about 
whether certain strings of words are meaningful. But if doubtful cases con­
stitute a small fraction of the total number of candidates the definition is 
still useful.

Let us now consider a biological example: the entropy of a set of 
variants of some biomolecule— hemoglobin, say. We may define a variant 
of hemoglobin as a molecule that performs the biological function of 
hemoglobin well enough to enable an individual that synthesizes this 
molecule to survive and reproduce. This definition, like the definition of 
a meaningful English sentence in our earlier example, is not absolutely 
precise. It depends on the population and the range of environments one 
chooses to consider. Even when these are specified it will probably be 
impossible to draw a line separating functional from nonfunctional mole­
cules, just as it is impossible to draw a line separating meaningful from 
nonmeaningful English sentences. Here again, however, the borderline 
cases constitute a negligible fraction of the whole.

2.3 What Is Information?

The class of meaningful English sentences containing 100 or fewer char­
acters is much smaller than the class of word-strings with 100 or fewer 
characters, and its members are more orderly. Reducing the entropy of a 
class increases the orderliness of its members. But we have to be careful. 
The entropy of the class of character-strings of length 5 is much smaller 
than the entropy of the class of English sentences of length 100 or less, but 
its members are less orderly. In the scientific contexts I wish to consider






























